
Can we design adversarial perturbations that cause 
edited images to lose their biometric information, making 

the edited image biometrically unrecognizable and 
thereby causing the edit to fail?

v We present a novel perspective for protecting personal images
from malicious editing by focusing on making biometric
features unrecognizable after edits.

v We conduct critical analyses on quantitative evaluation metrics
commonly used in image editing, exposing their vulnerabilities
and the potential for manipulation to achieve deceptive results.

v We introduce FaceLock, which incorporates facial recognition
models and feature embedding penalties to effectively protect
against diffusion-based image editing.

v Extensive experiments demonstrate that FaceLock effectively
alters human facial features against various editing prompts,
achieving superior defense performance compared to baselines.
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v FaceLock: Making edited images biometrically
unrecognizable rather than blocking edits outright via
perturbation optimization on facial disruption and feature
embedding disparity.

v We formulate an optimization objective that jointly enforces
biometric disruption and high-level feature disparity,
defined as follows:
𝜹 = arg max
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FR: the facial recognition loss, FE: feature embedding loss
between the input images. ℰ/𝒟: Encoder/Decoder.

v Prompt fidelity: Edits should accurately reflect the
instructions provided in the prompt. (Fig. 1 (b) and (d))

v Image integrity: Other elements in the image should
remain intact after editing. (Fig. 1 (b) and (c))

v CLIP-based scores overemphasize the presence of elements
from the editing instructions, which often leads to
prioritizing over-editing. (Fig. 2)

v SSIM and PSNR over-rely on differences between the
edited image and the undefended source, potentially leading
to a false sense of successful defense. (Fig. 3)

v We use LPIPS scores as a more robust alternative to SSIM
and PSNR for evaluating high-level similarity between
edited images.

v We propose to use the facial recognition (FR) similarity
score to assess the preservation of biometric identity
between the source and edited images.

Figure 1. Illustration of the two requirements of image editing:
prompt fidelity and image integrity.

Figure 2. CLIP score (CLIP-S) of different editing results. The
CLIP score provides a contradictory ranking (III > II > I)
compared to the visual quality (I > II > III).

Figure 3. SSIM and PSNR scores of different defenses. Defense
II (d) receives better scores than Defense I (c) due to greater
pixel differences from the unprotected edit (b), despite being
less effective.

Table 1. Quantitative evaluation on prompt fidelity (CLIP-S, PSNR, SSIM, LPIPS) and image integrity
(CILP-I, FR). Arrows indicate whether a higher or lower value is preferred for a successful defense.

Figure 4. Qualitative results of defensive
methods on various editing prompts.

Figure 5. Qualitative results of edits on protected images after
applying purification methods like color jitter and DiffPure.
Compared to other methods, FaceLock more effectively prevents
identity recovery after purification.
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