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» Motivation » Struct2D Prompting » Experiment Results Highlights
Can LMMs reason about 3D space using only structured ¢ Struct2D transforms RGB-D videos into structured 2D inputs— Table 1. Zero-shot evaluation of GPT-03 on the VSI-Bench subset. We compare our Struct2D
a bird’s eye view (BEV) image with ﬁltered object marks approach against baselines using 16 video frames and GPT4Scene's prompting solution. Struct2D

2D representations derived from perception? . . , , achieves superior performance across most tasks.
object-centric metadata, and optionally object-focused
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; ° . . Settings #images Cost($) Avg.
» Contributions keyframes (as shown in Fig. 1). Obj. Count  Abs. Dist. Room Size Rel. Dist. Rel. Dir. Route Plan
7 . ) .
o : : - ** We evaluate Struct2D on a VSI-Bench subset, comparing with VSI-Bench [81] 16 10507 486 443 34.1 50.9 51.0 494 61.9
** We propose a perception-guided 2D prompting strategy, Struct2D o YW | | > PO g . GPT4Scone [62) 0 eer 03 s1e 2c 3 280 205 470 P
Prompting, and conduct a detailed zero-shot analysis that reveals prior 2D and wvideo-based prompting. With noisy object Ours (Noisy Objects) 1 2725  56.1 52.8 38.4 48.9 60.0 60.1 76.2

.y . . . " Ours (GT Objects 1 27.25 83.8 93.8 90.6 47.4 96.5 94 4 80.1
LMM’s ability to perform 3D spatial reasoning from structured 2D det§ctlons, .SU‘UCQD .Outperforms bOth basellnes across all (EIROpI=IE) | . |
input alone. major spatial reasoning tasks while using only one input Table 2. Performance comparison of various models on VSI-Bench. Our model fine-tuned with

: : : : - Struct2D-Set surpasses both the zero-shot Struct2D prompting and video-based tuning baseline.
“* We introduce Struct2D-Set, a large-scale instructional tuning image. (Tab. 1) P . i I: © 5 v ?Ch_ .

. . _ . . o . . : . . Methods Avg. umerical Answer ultiple-Choice Answer
dataset with automatlcally generated, fine gralned QA pairs . When prOVIded Wlth ar OZ/lnd r Z/lth ObJeCt deteetlons, StrU.CtzD Obj. Count Abs. Dist. Room Size Obj. Size Rel. Dist. Rel. Dir. Route Plan
covering eight spatial reasoning categories grounded 1n 3D scenes. achieves near-human performance across most spatial 0 il e T

® - InternVL2-2B [15] 303  21.8 24.9 35.0 22.0 33.8 44.2 30.5
‘* We fine-tune an open-source LMM (Qwen2.5-VL) on our reasoning tasks. (Tab. 1) InternVL2-8B [15] 330 231 287 30.8 82 367 307 505
3 , 47 . LongVILA-8B [79] 21.1  29.1 9.1 0.0 16.7 29.6 30.7 32.5
Stru.ctIZD Set to. achlegie C}(l)mpifltwe pf'gor'mancehacmss lseverlaci > Struct?2D-Set Construction VILA-1.5-8B [45] 295 174 21.8 8.8 503 321 348 31.0
Spatia reasonin enchmarks validatin the real-wor . . LongVA-7B [90] 31.1 38.0 16.6 22.2 38.9 33.1 43.3 254
a];plicability of ou% framework | ) ** Built from ScanNet, ScanNet++, and ARKitScenes datasets. LLaVA.OneVision 0.5B (39] 2 461 oy %3 154 285 369 345
. . . . . d -UNE v1S101n-v. . . . . . . . .
¢ Consists of 200K QA pairs across 8 spatial reasoning tasks. LLaVA-OneVision-7B [39] 335 477 20.2 12.3 474 425 352 29.4
R1-Zero-VSI [44] (Qwen2-VL-7B) 32.1 394 25.0 43.2 25.8 32.6 30.9 27.8
| | | | ﬂ Spatial Relation Comparative R1-Zero-VSI [44] (Qwen2-VL-7B) + SFT 38.8  44.7 27.6 50.4 46.1 34.0 35.7 33.0
Obt?m structu.red 2D inputs e . Enables spatla.l reasoning ® (Relative] %’ Reasoning Ours
via perception module rue across multiple tasks , Qwen2.5-VL-3B 256 270 22.0 25.6 32.5 17.5 289 25.6
- . o \ Spatial Reasoning, Numerical Prediction " 2 : Qwen2.5-VL-3B (Struct2D Prompting ) 29.4 46.6 24.6 22.3 33.6 21.2 30.5 27.2
Metadata (3D prior) LMV Qwen2.5-VL-3B (Baseline) 33.9 24.6 34.0 46.4 53.5 21.2 30.5 27.2
" 1: sofa: [-2.4, 3.0, -0.5] ( K @ @ Ca .. Qwen2.5-VL-3B (SFT) 41.9 46.0 34.7 42.6 56.4 35.1 44.9 33.5
- : 2 tv: [_3.'5' 0-5,02] Object marks are shown in I§i$|eactgi\éen PIRa?wL#islg Esti?rzzaetion Cgt?g\eticrsg .
2 § | B:stove: 107,09 01 d mage = Table 3. 3D grounding results on ScanRefer.
£ : Metadata: 1: sofa: [-2.4, 3.0, o0 3D Scene QA
@) - ..
é 3 <?$lée>< image> <image> 'l ;g gf)?::t%arzmzli:i ) : - Methods X er;l;efe;(vz)o =
.= 0 Selected keyframes are CC . CC .
- ___,': \ {8 given. 50% - Q: If | am standing next to the and Q: Which of the following objects i :
& \\'\\\\\\\\\' ' ' Question: 37.5% i . facing the , is the in front-left, ( ) is closest to the Task-Specific Model
\M: B EiiImage Iflda;n §tan;jr1ingt byt?ﬁ stO\f/e . I 728 front-right, back-left, or back-right? : when measuring from their 3DVG-Transformer [96] 47.6 34.7
A m and facing the tv, is the sofa | i nearest points? 3DJCG [6] 49.6 37.3
g/ O backefs, or backrght? o Short answer: back-right. . Short answer: Toilet. D3Net [11] - 37.9 Question: Paint a picture of the visual attributes of
| Keyframes [optional) :g::\b:p ;:gg;t;iv;ttep o & & & & Augmented answer: The chair is located Augmented answer: The closest object M3DRef-CLIP [94] 51.9 44.7 <OBJ11>, then explore how it relates spatially to
i q ) & ® @.0° & in the back-right position relative to the : : . . h | in th
MK , V R D &) and the sofa (ID 1) as it s | to the washer is the toilet, with 3D LLM Based Model other elements in the scene.
Z W _<answer> 3l a VS-Bench Task cituated towards the lowsr right |  coordinates [0.25 127, -0.00], which Chat-Scene [30 55.5 50.2
STV ORISR > uc? Et ﬁwa; > the nﬁw?r r'?h is approximately 0.54 units away from at-5cene [ 50] ' ' Ground Truth: This is a brown table. It is by the couch.
q”a.t." ant when facing nortn along tMe :  the washer at [0.79, 1.35, -0.07], while Vision LLM Based Model | |
positive y-axis. . the other objects are farther away. Qwen2VL-7B [71] 54 s Ours: The table is to the right of the couch. The
Figure 1. Overview of our Struct2D framework for enabling spatial Figure 2. QA examples of Struct2D-Set. For complex spatial reasoning tasks, QA Qwen2-VL-7B (GPT4Scene [62])  40.5 36.7 EIRic 5 4 Rrewn Tecianpie.
reasoning in large multimodal models (LMMs). pairs include both concise geometric answers and detailed reasoning explanations. Qwen2.5-VL-7B (Ours) 17 48.5 Figure 3. 3D dense captioning output example.
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