
Can MLLMs reason about 3D space using only 
structured 2D representations derived from perception?

 We propose a perception-guided 2D prompting strategy, Struct2D
Prompting, and conduct a detailed zero-shot analysis that reveals
MLLM’s ability to perform 3D spatial reasoning from structured
2D input alone.

 We introduce Struct2D-Set, a large-scale instructional tuning
dataset with automatically generated, fine-grained QA pairs
covering eight spatial reasoning categories grounded in 3D scenes.

 We fine-tune an open-source MLLM (Qwen2.5-VL) on our
Struct2D-Set to achieve competitive performance across several
spatial reasoning benchmarks, validating the real-world
applicability of our framework.
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 Contributions

 Motivation

 Built from ScanNet, ScanNet++, and ARKitScenes datasets.
 Consists of 200K QA pairs across 8 spatial reasoning tasks.

 Struct2D transforms RGB-D videos into structured 2D inputs—
a bird’s eye view (BEV) image with filtered object marks,
object-centric metadata, and optionally object-focused
keyframes (as shown in Fig. 1).

 We evaluate Struct2D on a VSI-Bench subset, comparing with
prior 2D and video-based prompting. With noisy object
detections, Struct2D outperforms both baselines across all
major spatial reasoning tasks while using only one input
image. (Tab. 1)

 When provided with ground-truth object detections, Struct2D
achieves near-human performance across most spatial
reasoning tasks. (Tab. 1)

 Struct2D Prompting

 Struct2D-Set Construction

 Experiment Results Highlights

Figure 1. Overview of our Struct2D framework for enabling spatial
reasoning in multimodal large language models (MLLMs).

Table 1. Zero-shot evaluation of GPT-o3 on the VSI-Bench subset. We compare our Struct2D
approach against baselines using 16 video frames and GPT4Scene's prompting solution. Struct2D
achieves superior performance across most tasks.

Figure 2. QA examples of Struct2D-Set. For complex spatial reasoning tasks, QA
pairs include both concise geometric answers and detailed reasoning explanations.

Table 2. Performance comparison of various models on VSI-Bench. Our model fine-tuned with
Struct2D-Set surpasses both the zero-shot Struct2D prompting and video-based tuning baseline.

Figure 3. 3D dense captioning output example.

Table 3. 3D grounding results on ScanRefer.
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